February 23, 2017 Solution
Statistics - IT - MIDTERM Exam - Semester I1

1. Suppose X1,Xs,..., Xy and Y1,Ys,...)Y, are independent random samples, respectively, from
N(p1,02) and N(uz,0?), where —oo < g, pa < 00, o > 0.

(a) Does this model belong to the exponential family of distributions? Justify.
(b) Find the minimal sufficient statistics for the unknown parameters. Is it complete?

(c) Find the MLE and UMVUE of o2.

Solution:

(a) Let @ = (1, po, 02). The joint probability density function of X1, Xo, ..., X,, and Y1,Y5s,...,Y,
is

f(x,yl0) = , for x e R™ y € R".
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The pdf can be written as
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The distribution of X1, X, ..., X,,,Y1,Ys,...,Y,, belongs to a 3-variate exponential family.
(b) From (a) and using the Factorization Theorem, (32", X7 4+ >0 Y7, 35" X3, 370 V) is
sufficient for (p1, 12, 02). Next, we show that it is also a minimal sufficient statistic.

h’(xv Y) =

Let (x1,y;) and (x2,y,) denote two sample points. Then, the ratio
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is independent of pi, 2,02 if and only if ZZ 1 11 + Z 1?/]1 = ZZ 1 12 + Z 1y] 9
Doty i = Yo i and ZJ 1Y1 = ZJ 1Y5.2-

Hence, (37 X7P+> "7 Y7, 300 Xy, 205, V) is a minimal sufficient statistic for (u1, p2, o).
The statistic (3", X7 + ijl 2 X, > 5= Y;) is complete if {(w1(8), w2(0),ws(0)) :
0 € ©} contains an open set in R?. Here, ® = R? x (0,00). Hence, the statistic is also a
complete sufficient statistic.

The MLE for o2.
From (a), the log-likelihood for estimating 6 can be written as
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L(O|x,y) = log(f(0]x,y)) = C — log(a®),

where C is independent of @. The partial derivatives, with respect to 1, po and o2 are
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Next, to show that the 2 is the MLE of o2.
For i1 # Ty Sy (@ — n)? > S0 (25 — E0)?. Similarly, for s # G S0 (45 — io)? >
> =1y — n)%. Hence, for any value of o2,
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From the above, we only need to show that mea:p( — (O (i —Tm)? + > i1y

gn)z)/202) attains its maximum at 62. Let
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Then, setting the derivative of this function with respect to o2 to 0, yields the unique solution
&2. Also,
d*log(g(o?|x,y))

A2 lyregr <0

Therefore, the MLE of o2 is 2.

From (b) the statistic (3°;", X7 + >7_, Y7, 20", X, 27, Y;) is complete. To find the
UMVUE for 02 we only need to look for an unbiased estimator for o2 based on the statistic.
&* is the MLE for 0® and is based on (320, X7 + 377 V7,57, X;, 577, ¥;). We check for

unbiasedness.
n+m-—2

n—+m
Hence, (n +m)62/(n +m — 2) is the UMVUE for o2.

E(6*) =
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2. (a) Let U and V be two (jointly distributed) statistics such that U has finite variance. Show that
Var(U) = Var(E(U|V)) + E(Var(U|V)).

(b) Suppose (X1, Xa, ..., X,) has probability distribution Py, € ©. Let §(X1, Xa,...,Xp) be an es-
timator of 6 with finite variance. Suppose that T is sufficient for 0, and let §*(t) = E(6(X1, Xa, ..., Xu)|T =
t), be the conditional expectation of §( Xy, X, ..., X,) given T = t. Then, arquing as in (a), and
without applying Jensen’s inequality, prove that

E(*(T) - 0)* < E(0(X1, Xa, ..., X,,) — 0)?,
with strict inequality unless § = 6* (i.e., § is already a function of T).

Solution:

(a)

Var(U) = E(U?) - [E(U)]? = E(E(U*|V)) - E([EUV)]*) + E(EU|V)?) - [E(U)]?
E(Var(UIV)) + E(EUV)?) - [E(EU|V))]?

EWVar(U|V)) 4+ Var([E(U|V))).

(b) E(6(X1,Xa,...,Xpn))=0.In (a), put U =06(X1,Xs,...,X,) and V =T. Then,

E(5(X1,Xa,..., Xn) = 0)% = Var(E(6(X1, Xa, ..., X,)|T)) + E(Var(5(X1, Xa, ..., X,)|T))
> Var(B(0(X1, Xa, ..., X,)|T)), (1)

because E(Var(6(X1, Xa,...,X,)|T)) > 0. As
Var(E(0(X1, Xa,..., X)|T)) = Var(6*(T)) = E(5*(T) — )2

we get
B(8(X1, Xa,..., Xp) — 0)2 > E(0*(T) — )2

The equality exists if E(Var(6(X1, Xa,...,X,)|T)) =0, ie.

B(E[(0(X1, Xa,...,Xn) = 8"(T)*|T]) = 0
- (S(Xl,Xg,. .. 7Xn) — E((S(Xl,Xg, R ,Xn)|T) =0,

i.e. ¢ is a function of T'.



]

3. Suppose Xy ~ Binomial(ny,p) which is independent of Xo ~ Binomial(nz,p), where ny and ny are
fized and 0 < p < 1.

(a) What is the conditional distribution of Xy given Xy + Xo = k?
(b) Using (a) show that X1 + Xo sufficient for p.
Solution: The distribution of X;, i =1,2 is

%

The distribution of X; + X5 is
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(a) The conditional distribution of X; given X7 + Xo =k is
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(b) The ratio of the joint distribution of X; and X5, and the distribution of X; + X5 is
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for all x; =0,1,...,n;, i = 1,2. As this ratio is independent of p, X; + X5 is sufficient for p.
O
4. Let X~ Poisson(A), A >0, and let Y =1 when X > 0, and 0 otherwise.

(a) Find the Fisher information on X (say, I)(X) and IY)(X), respectively) contained in X and
Y.

(b) Compare I(X)()\) and ](Y)()\)'

Solution:

(a) The pmf of X is




Y is a bernoulli random variable, with P(Y = 1) =1 — e~*. The pmf of Y is

) =1 —e NV y =0,1.
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(b) From (a) and that e* — 1 > X for all A > 0, I (\) < IX)(\) for all A > 0.



